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Agenda .o

0 Parallel programming models and High Performance .
Computing, where do coarrays fit?

0 Coarray Implementations
Open Source
Intel
Cray

0 Examples of coarray usage at scale:
Gyrokinetic Fusion Code
Microstructure Simulation
Weather Forecasting code, ECMWF
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Parallel Programming Models CooN

0 More hardware has been a good way to run faster :
0 We started by marking up code for vectorization for

special vector hardware
0 Then SMPs came along (more than one cpu)

0 For a directive-based approach OpenMP became
pervasive as a way to mark up code that could utilize
multiple threads (or cpus)

0 Going beyond one process (or node) was a new challenge

0 Message-passing was used for distributed architectures.
Today this means MPI

0 A Hybrid approach uses both at the same time

0 PGAS approaches differentiate between local and remote
access. One example is Fortran coarrays which is a
language feature (as opposed to an API).



Cooperating Processes Models
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Fortran coarray model
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Fortran coarray model
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Implementations: An old slide from 2010

History of coarrays dates back to Cray implementations
Expect support from vendors as part of Fortran 2008

G95 had multi-image support in 2010

was promising at the time
has not been updated for some time

0 gfortran
Introduced single-image support at version 4.6

Intel: multi-process coarray support in Intel Composer XE

2011
(based on Fortran 2008 draft)

0 Runtimes are SMP, GASNet and compiler/vendor runtimes
GASNet has support for multiple environments
(IB, Myrinet, MPI, UDP and Cray/IBM systems) so
could be an option for new implementations
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Open Source software stack for coarrays RIS

0 gfortran (from v5) supports Fortran 2008 coarrays along |
with broadcast/reduction collectives and atomics in
TS18508

0 Still some issues
0 Single-image support (-fcoarray=single)
O Multi-image support via library (OpenCoarrays)

OpenCoarrays
O Provides aruntime to support coarrays
0 Useifcoarray=lib
0 Implemented using:
MPI

GASnhet
ARMCI (from Global Arrays)



OSS Stack for coarrays RIS
) § \
Fortran application
gfortran ‘
Single-image Multiple-image
version version
libcaf_single /
OpenCoarrays
(libcaf _X)
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So how can | use this myself? CooN

Download binaries? :
O | could not get that to work

Build it all yourself

O Build the sources on Linux

O Your distro (or the repository you use) may not provide
elements that are new enough

0 In my case (for Ubuntu 14.04 VM)
| had to build/install:
m4, g++, gcc (c,c++,gfortran), MPICH, Cmake,
OpenCoarrays

0 See backup slides for more details

Use the Sourcery Institute VM

0 Get from http://www.sourceryinstitute.org/

0 This is a (4.3GB) pre-built VM appliance for VirtualBox



http://www.sourceryinstitute.org/
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OpenCoarrays inside Ubuntu 14.04 VM

harvey@u14-04: ~/examples/pi/Fortran_timing
File Edit View Search Terminal Help

harvey@ul4-04:~/examples/pi/Fortran_timing$ make -f Makefile.Gnu pi coarray
caf -0 pi coarray pi coarray.f90 params.o -02 -I ../timers/Fortran ../timers/For
tran/timer.a
harvey@ul4-04:~/examples/pi/Fortran_timing$ mpirun -n 1 ./pi coarray
PI approximation by coarray program using 1 images
PI = 3.141592653589793116
myPI = 3.141592647959183804
diff = 0.00000018%
Elapsed time was 80.92s
harvey@ul4-04:~/examples/pi/Fortran_timing$ mpirun -n 2 ./pi_coarray
PI approximation by coarray program using 2 images
PI = 3.141592653589793116
myPI = 3.141592647959183804
diff = 0.00000018%
Elapsed time was 40.74s
harvey@ul4-04:~/examples/pi/Fortran timing$ mpirun -n 4 ./pi coarray
PI approximation by coarray program using 4 images
PI = 3.141592653589793116
myPI = 3.141592647959183804
diff = 0.00000018%
Elapsed time was 21.02s
harvey@ul4-04:~/examples/pi/Fortran_timing$




Sourcery Institute VM RIS

guest@rouson-VirtualBox: ~/examples/pi/Fortran_timing
File Edit Tabs Help

guest@rouson-VirtualBox:~/examples/pi/Fortran timing$ module list
Currently Loaded Modulefiles:

1) gnu/6.0 3) robodoc/4.99.38 5) opencoarrays/1.0.1

2) mpich/3.1.4 4) cmake/3.1.0
guest@rouson-VirtualBox:~/examples/pi/Fortran timing$ mpirun -n 1 ./pi coarray
PI approximation by coarray program using 1 images

PI 3.141592653589793116
LxTerminal myPI 3.141592647959183804
diff = 0.00000018%
Elapsed time was 81.92s
guest@rouson-VirtualBox:~/examples/pi/Fortran_timing$ mpirun -n 2 ./pl coarray
PI approximation by coarray program using 2 images
PI 3.141592653589793116
myPI 3.141592647959183804
diff 0.00000018%
Elapsed time was 41.00s
guest@rouson-VirtualBox:~/examples/pi/Fortran timings [
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Intel® Fortran Compiler AR

Coarray support since Intel Composer XE 2011 (v12.0) :
Functionally complete in v13.0 a year later

This used a distributed runtime based on Intel MPI
Single-node support built-in (also MPI)

Distributed (cluster) runtime needs the Cluster version of
the current Parallel Studio product (licensing requirement)
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O Intel are currently prioritising additional features



Intel Composer XE in Ubuntu VM



